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ABSTRACT 45	
  

 46	
  

This study presents climate change results from the North American Regional Climate 47	
  

Change Assessment Program (NARCCAP) suite of dynamically downscaled simulations for the 48	
  

North American monsoon system in the Southwestern U.S. and Northwestern Mexico. The focus 49	
  

is on changes in precipitation and the processes driving the projected changes from the available 50	
  

regional climate simulations and their driving coupled atmosphere-ocean global climate models. 51	
  

The effect of known biases on the projections is also examined. Overall, there is strong ensemble 52	
  

agreement for a decrease in precipitation during the monsoon season; however, this agreement 53	
  

and the magnitude of the ensemble mean change is likely very deceiving, as the greatest 54	
  

decreases are produced by the simulations that are the most biased in the baseline/current 55	
  

climate. Furthermore, some of the greatest decreases in precipitation are being driven by changes 56	
  

in the large-scale that are less credible, while in some other simulations, the large-scale change 57	
  

may be plausible, but other biases in the simulations may be affecting the magnitude of the 58	
  

projected changes and driving greater precipitation decreases. 59	
  

 60	
  

  61	
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1.   Introduction 62	
  

Annual drying, increased aridity, and decreased streamflow have been projected for the 63	
  

Southwest U.S. (SWUS) and Northwestern Mexico (MX) due to increased greenhouse gas 64	
  

forcing in analyses focusing on the Coupled Model Intercomparison Project Phases 3 and 5 65	
  

(CMIP3 and CMIP5, respectively) global climate model (GCM) simulations (e.g. Milly et al. 66	
  

2005, Christensen et al. 2007, Hoerling and Eischeid 2007, Seager et al. 2007, Seth et al. 2013, 67	
  

and Cook and Seager 2013). Statements about precipitation associated specifically with the 68	
  

North American monsoon (NAM) season for these regions are more uncertain, however. In the 69	
  

CMIP3 suite of GCMs a decrease in summertime mean precipitation was projected for the 70	
  

SWUS and northwest MX, but model agreement on that projection was weak (Christensen et al. 71	
  

2007, fig. 11.12). In the CMIP5 ensemble, decreases in monsoon season rainfall are small and 72	
  

insignificant, overall, given a shift in the season to less early season rainfall (June-July) and more 73	
  

late season rainfall (September-October) due to local and remote processes creating a more 74	
  

unfavorable early season convective environment (Seth et al. 2011, Cook and Seager 2013, Seth 75	
  

et al. 2013, and Torres-Alavez et al. 2014). The CMIP3 and CMIP5 models, however, have 76	
  

problems simulating precipitation in this region. During monsoon season, performance is mixed, 77	
  

with reasonable precipitation in some models, but a complete lack of a monsoon in others. Late 78	
  

monsoon season termination is a widespread and common problem also, and the annual cycle is 79	
  

usually too wet, particularly in winter (Lin et al. 2008, Dominguez et al. 2010, Cook and Seager 80	
  

2013, Geil et al. 2013, and Torres-Alavez et al. 2014.) 81	
  

Uncertainty in precipitation projections for the NAM is high partly because of the 82	
  

dependence of the system on dynamics and fine-scale orography that are not well-resolved by 83	
  

many models, particularly at typical global model scales. For example, the representation of 84	
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mountains and their effects on moisture convergence has been shown to be important in 85	
  

projections of precipitation in this region (Gao et al. 2012). Near-surface flow and sea-surface 86	
  

temperatures (SSTs) over the Gulf of California (GoC) are also important and not resolved at 87	
  

coarse resolutions (Mitchell et al. 2002; Collier and Zhang 2007; Lee et al. 2007). Note however 88	
  

that higher resolution models that can resolve features like the GoC do not always produce a 89	
  

proficient simulation of these features either (e.g. Gutzler et al. 2009; Bukovsky et al. 2013). Geil 90	
  

et al. (2013) found no major differences in model performance between higher and lower 91	
  

resolution members in the CMIP5 ensemble for this region, where the models ranged from about 92	
  

0.57º - 3.76º in resolution. In that case, even the highest resolution model was determined to be 93	
  

too coarse to capture smaller-scale orographically driven process. At a resolution near that of the 94	
  

highest resolution models in CMIP5 (50km), however, Bukovsky et al. (2013) showed that some 95	
  

regional models could produce some of the terrain forcing and mesoscale features important to a 96	
  

good representation of the NAM. Perhaps this difference is due to the use of parameterizations 97	
  

that are adjusted for mid-latitudes and not generalized for global use. Castro et al. (2007a), 98	
  

Castro et al. (2007b), and Castro et al. (2012) have also demonstrated the potential of regional 99	
  

models to improve forecasts of the NAM system. Therefore, in an attempt to overcome some of 100	
  

the uncertainty due to resolution, in this study we will present precipitation projections from the 101	
  

set of 50-km resolution dynamically downscaled simulations produced as a part of the North 102	
  

American Regional Climate Change Assessment Program (NARCCAP, Mearns et al. 2012). 103	
  

This study builds off of Bukovsky et al. (2013, hereafter BUK13), where it was shown 104	
  

that many of the NARCCAP regional climate models (RCMs) do reasonably simulate the NAM 105	
  

system and its topographically influenced mesoscale features when forced with a reanalysis 106	
  

product, within the limits of their given resolution. However, most of the RCMs undergo a major 107	
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reduction of skill when forced by GCMs in the baseline climate scenario because of the biases 108	
  

they inherit from the GCMs. In BUK13, some of the identified inherited biases include: 109	
  

atmospheric moisture content, which led to huge dry biases and no monsoon precipitation signal 110	
  

in some of the RCMs; SST biases, which were serendipitously favorable in the GoC; and large-111	
  

scale circulation errors that, at a minimum, caused problems in the timing and magnitude of the 112	
  

monsoon. In the RCMs, biases related to the still too coarse resolution for many the NAM 113	
  

system features were also identified, and were shown to be RCM specific and not dependent on 114	
  

the driver. For example, while the RCMs provided a good terrain-driven spatial pattern of 115	
  

precipitation in the region for their resolution, not all of them were able to simulate a reasonable 116	
  

GoC low-level jet (LLJ), which likely contributed to those models’ low precipitation biases in 117	
  

Arizona (AZ). 118	
  

In this study, we identify further biases in the baseline climate and discuss how these 119	
  

biases and those presented in BUK13 may affect the projections of NAM precipitation for the 120	
  

future. We also identify processes responsible for the changes in precipitation projected by the 121	
  

RCMs. It is this deeper analysis of the simulations that then allows us to assess their differential 122	
  

credibility. 123	
  

This paper is organized as follows: section 2 describes the NARCCAP simulations, the 124	
  

reanalyses used for comparison in this paper, and some of the analysis methods. Sections 3 and 4 125	
  

present the results, with an analysis of the precipitation projections in section 3 and an in-depth 126	
  

look at what is driving those projections and how identified biases affect them in section 4. 127	
  

Finally, a brief summary and a discussion of the credibility of the projections are presented in 128	
  

section 5. 129	
  

 130	
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2.   Models, methods, and datasets 131	
  

 132	
  

a.   Models 133	
  

 134	
  

Six RCMs were used to downscale four GCMs to 50-km as a part of NARCCAP. Results 135	
  

from 11 of the 12 planned combinations are available and included in this study. Table 1 136	
  

provides an overview of the RCMs and GCMs; Table 2 presents the RCM-GCM simulation 137	
  

combinations. When referring to an RCM and its parent GCM, we list the forcing simulation in 138	
  

lower case, e.g., WRFG-ccsm; otherwise, all acronyms are in upper case. 139	
  

All future simulations utilize the Special Report on Emissions Scenarios (SRES; IPCC 140	
  

2000) A2 emissions scenario; the 20th-century (20c3m) emission representation is used for the 141	
  

baseline period. All baseline simulations span 1971-1999, while the future simulations span 142	
  

2041-2069. All averages herein are performed over these specified years. 143	
  

The region of NAM influence our analysis focuses on is defined in fig. 1. This also 144	
  

includes two specific subregions over Arizona (AZ) and northwestern Mexico (MX). Note that 145	
  

there is some variation in the size and placement of these regions in each model due to 146	
  

differences in their map projections and the southward extent of their domains. Most of the RCM 147	
  

domains do not extend very far south of the Baja Peninsula; thus, for some consistency, but to 148	
  

include as much of the domain as possible, the southern edge of the analysis region is defined to 149	
  

be as close to 20°N as possible. In ensemble mean plots, however, the largest common domain is 150	
  

used instead. 151	
  

The core of the monsoon season is the target period of our analysis. We use a July-152	
  

August (JA) average instead of the traditional June to August (JJA) or June to September (JJAS) 153	
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average because of the challenge CMIP3 GCMs have in simulating monsoon onset and retreat 154	
  

(e.g. Geil et al. 2013). These GCM characteristics are transferred to some of the NARCCAP 155	
  

simulations, as documented in BUK13. 156	
  

 157	
  

b.   Verification Datasets 158	
  

 159	
  

Three reanalysis datasets are used briefly in model verification. They are: the National Centers 160	
  

for Environmental Predication’s (NCEP)/Department of Energy (DOE) Reanalysis II (hereafter 161	
  

NCEP; Kanamitsu et al. 2002), the North American Regional Reanalysis (NARR; Mesinger et al. 162	
  

2006), and the European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis 163	
  

(ERA) Interim (ERA-I, Dee et al. 2011). NCEP was also used to force the NARCCAP RCM’s, 164	
  

and is only used here in an examination of 500-hPa winds and geopotential heights. NARR was 165	
  

compared to several other observationally-based datasets and the NARCCAP NCEP- and GCM-166	
  

forced simulations in BUK13 during the NAM season and over the same regions used herein. Its 167	
  

precipitation is used again in this complementary study for consistency, and because it was found 168	
  

that the spread in the models is considerably larger than the spread in the observationally-based 169	
  

datasets. 170	
  

 171	
  

c.   Statistical Methods 172	
  

 173	
  

1)   SIGNIFICANCE TESTING 174	
  

 175	
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Unless otherwise noted, statistical significance is tested at the 0.1 level using 176	
  

bootstrapping with bias correction and acceleration following von Storch and Zwiers (1999) and 177	
  

Efron and Tibshirani (1993), as described in Bukovsky and Karoly (2011). 178	
  

 179	
  

2)   ANOVA CALCULATIONS 180	
  

 181	
  

The statistical analysis that will be presented in table 3 is done in three steps. First, we 182	
  

tested the hypothesis that the average rainfall, rainfall intensity, and fraction of dry days in the 183	
  

NARCCAP model runs have mean values equal to the corresponding NARR values using two-184	
  

sided, one-sample t-tests. Secondly, we assessed whether the differences between future and 185	
  

baseline average rainfall, rainfall intensity and fraction of dry days in the NARCCAP model runs 186	
  

were zero. We used two-sided pair-wise t-tests, where a pair consists of the future and past 187	
  

values from the same model. Thirdly, we tested the hypotheses that the means of the differences 188	
  

between the baseline and future for average rainfall, rainfall intensity and the fraction of dry days 189	
  

differ as a function of the driving GCMs. In the case of a significant difference, we conducted a 190	
  

multi comparison procedure to identify which pairs are different. A multiple comparison 191	
  

procedure adjusts for the fact that the chance of incorrectly finding a significant difference 192	
  

increases with the number of comparisons when comparing individual pairs and instead provides 193	
  

an upper bound on the probability that any comparison will be incorrectly found significant. We 194	
  

conducted all analyses separately for the NAM region and the two subregions, AZ and MX. 195	
  

 196	
  

3.   Precipitation Projections 197	
  

 198	
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As illustrated in fig. 2, the 11-RCM mean projects a decrease in JA average precipitation 199	
  

across the region. While most of the changes in precipitation are within the bounds of natural 200	
  

variability in the majority of the models, there is strong agreement on the sign of the change in 201	
  

much of the region, particularly in Southwest AZ and northwest MX. The majority of the models 202	
  

agree that changes are significant and decreasing, as indicated by the hatching in fig. 2, in the 203	
  

central Plains and at a few locations along the west coast of Mexico and Baja Peninsula. 204	
  

The ensemble mean, however, does not capture the large variability in magnitude and 205	
  

spatial distribution of the precipitation projections across the 11 simulations (Fig. 3). There are 206	
  

some broad similarities across RCMs that have the same parent GCM, but among those, one still 207	
  

finds substantial variation across RCMs when the details are examined. As the spatial 208	
  

distribution of convection in this region is governed largely by local orography, it might be 209	
  

expected that some of the changes would be thusly distributed, but even that is difficult to 210	
  

discern. The Sierra Madre Occidental (SMO) appears to influence the pattern of change in some 211	
  

of the RCMs (more or less precipitation on one side or the other), but this is not consistent across 212	
  

the models. Similarly, the Mogollon Rim in AZ appears in the pattern, but again, with no clear 213	
  

influence on the direction of change. 214	
  

However, broadly speaking, the CCSM- and CGCM-forced simulations generally project 215	
  

less future precipitation for most of the region, particularly MX. In the CCSM-forced 216	
  

simulations, this is opposite to what the CCSM projects. This is not the only region where RCMs 217	
  

forced with this CCSM simulation produce precipitation projections that are contrary to what the 218	
  

CCSM produces, nor are these the only RCM simulations that do this (Bukovsky and Karoly 219	
  

2011, Mearns et al. 2013). The other RCMs do not produce a signal that is as widespread in as 220	
  

consistent a manner as the CCSM- and CGCM-driven simulations. 221	
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To aid in the interpretation of these precipitation projections, we present a summary for 222	
  

average precipitation, precipitation intensity, and the number of dry days (DD) in table 3. The 223	
  

values are averaged over the NAM, AZ, and MX regions in fig. 1 only over land. The upper part 224	
  

shows the individual model values and the lower part both the full-model ensemble and GCM-225	
  

driven sub-ensemble means. Overall, most models indicate a small increase in the number of dry 226	
  

days over the full region and over AZ, with a larger increase over MX. The number of dry day 227	
  

projections is most consistent in magnitude and sign across the full ensemble and the sub-228	
  

ensembles than for other precipitation metrics, and in the full ensemble mean, this change is 229	
  

significantly different from zero. However, as regards the current climate simulations as a group, 230	
  

the number of dry days is also significantly biased relative to NARR. For mean precipitation 231	
  

change, it is clear here, as in fig. 3, that the CCSM- and CGCM-forced simulations produce the 232	
  

greatest percent decrease. The same is true for projected decreases in intensity. Examining these 233	
  

simulations in terms of percent decreases, however, is slightly misleading, as they are strongly 234	
  

dry biased to start, which is why absolute changes are given as well. However, in terms of 235	
  

intensity, the projections from the CGCM-driven RCMs are significantly different from the 236	
  

HADCM-driven RCMs in the NAM region and both the HADCM- and GFDL-driven RCMs in 237	
  

MX (as indicated by the underlined values in table 3). This was determined using an unbalanced 238	
  

one-way ANOVA (see section 2.c.2) to test if the means of the absolute differences between the 239	
  

current and the future in table 3 differ as a function of the driving GCMs. The differences in 240	
  

projections between the GCM-driven sub-ensembles are not significant for average precipitation 241	
  

or dry days, however. 242	
  

Within the GFDL-driven group in table 3, projections are less in agreement over all 243	
  

regions, particularly with regard to the HRM3-gfdl and the ECP2-gfdl. The same is true, to some 244	
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extent, in the two HADCM-forced simulations. The HRM3-hadcm simulates a strong percent 245	
  

decrease in precipitation average and intensity over AZ and an increase in the number of dry 246	
  

days, with a slight increase in average and intensity over MX. This is in disagreement with the 247	
  

MM5I-hadcm, which projects little change in AZ, and a stronger decrease in average and 248	
  

intensity in MX. 249	
  

The change in the frequency of 3-hourly precipitation rates/events during JA is illustrated 250	
  

in Fig. 4 for the MX and AZ subregions. All but one of the RCM-GCM combinations simulates a 251	
  

decrease in the frequency of events of nearly every magnitude; the ECP2-gfdl is an outlier. The 252	
  

decrease in frequency is strongest in the CCSM- and CGCM-driven simulations. The decrease is 253	
  

smaller, though not always insignificant, in the other simulations. Several simulations indicate an 254	
  

increase in the frequency of events that are classified at or above the 99th percentile in the 255	
  

baseline period, particularly in MX in the non- CCSM- and CGCM-forced simulations. An 256	
  

increase in the frequency of heavy precipitation events is a common, nearly global result over 257	
  

land in projections of climate change, and is driven by increases in water vapor content (e.g. 258	
  

Solomon et al. 2007, Stocker et al. 2013) 259	
  

The rainfall amplitude and frequency projections for wet and dry years only are shown in 260	
  

tables 4 and 5, respectively. Wet years (current or future) are defined as years that exceed a 261	
  

Standardized Precipitation Index (SPI, McKee et al. 1993) value of 1 and dry years as those that 262	
  

fall below -1 SPI. Most simulations have at least five wet and five dry years using this definition. 263	
  

In the 0.25 quantile, the frequency is measured as the number of days with precipitation less than 264	
  

or equal to the 0.25 quantile threshold, for other quantiles, the frequency is the number of days 265	
  

greater than or equal to the given threshold. For the full ensemble mean, tables 4 and 5 show a 266	
  

negative change in the amplitude of the 0.5 quantile for both wet (-15.1%) and dry (-19.4%) 267	
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years, which is consistent with results presented above. However, the more interesting results 268	
  

occur in the 0.99 quantile for wet years and the 0.25 quantile for dry years. In wet years, an 269	
  

increase in the amplitude and frequency in the 0.99 quantile is seen in the full ensemble mean, 270	
  

and three of the four sub-ensembles, with differences among individual simulations. For dry 271	
  

years, an increase in the frequency of 0.25 quantile days is seen. Both results simultaneously 272	
  

suggest that extreme wet years get wetter and extreme dry years get drier. Results here are also 273	
  

consistent with those above in that in the CCSM-driven and CGCM-driven simulations, the 274	
  

extreme wet years projection is damped compared to the other sub-ensembles and the extreme 275	
  

dry years projection is enhanced. That is, the driest biased models have drier projections. 276	
  

Overall, combining these precipitation projections with the analysis of BUK13, we find 277	
  

that the simulations that have the greatest biases in precipitation during the monsoon season also 278	
  

have some of the greatest decreases in future precipitation total, intensity, and frequency. This is 279	
  

emphasized in fig. 5 for average JA precipitation. 280	
  

 281	
  

4.   Understanding the precipitation projections 282	
  

 283	
  

In this section, we examine the processes driving the precipitation projections. The aim is 284	
  

to determine if the projected precipitation change is reasonable/credible, despite the known 285	
  

biases in the baseline simulations. 286	
  

 287	
  

a.   The CCSM-driven simulations 288	
  

 289	
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All CCSM-driven simulations project an increase in low-level specific humidity near the 290	
  

GoC and in AZ of 1 g/kg or more (fig. 6, center and right columns). The CRCM and the WRFG, 291	
  

two RCMs that do generate a reasonable GoC LLJ in the NCEP-driven and baseline GCM-292	
  

driven runs (BUK13, their figs. 8 and 17), increase the strength of the GoC LLJ as well (fig. 6, 293	
  

left column). The MM5I does not have a mean GoC LLJ, and flow becomes even more northerly 294	
  

in the future. This difference explains why the increase in specific humidity in this simulation is 295	
  

not as deep, strong, and does not penetrate as far into AZ as in the CRCM and WRFG. It also 296	
  

supports the more uniformly negative precipitation change across AZ in the MM5I compared to 297	
  

the CRCM and WRFG, and the small, insignificant increase on the windward side of the 298	
  

Mogollon rim in the latter two. In the CRCM-ccsm and WRFG-ccsm, the changes in moisture 299	
  

and local flow alone imply potential for an increase in NAM system precipitation in the future in 300	
  

AZ and MX. However, all of these simulations start out with a strong low-bias in specific 301	
  

humidity (BUK13), inherited from the CCSM, and the projected increase in humidity is not 302	
  

enough to even compensate for the starting bias; that is, relative to historical period observations, 303	
  

the future simulation would still be biased dry despite the increase in humidity. 304	
  

Compounding the humidity bias, and at least partly explaining the strong decrease in 305	
  

precipitation projected for the future regionally, is the upper-level monsoon anticyclone. The 306	
  

mean center of the high geopotential heights is misplaced, to start, in a position that is not 307	
  

favorable for good moisture flux convergence in the SWUS (e.g. fig. 7a for the 500-hPa mean 308	
  

high center locations for current and future). This southward displacement is associated with dry 309	
  

monsoon years in the SWUS (Higgins et al. 1998, Higgins and Shi 2000), though it would also 310	
  

usually be associated with a weaker than average anticyclone, as less precipitation (through a dry 311	
  

bias or in a dry year) would also lead to a low bias in the production of cloud diabatic heating of 312	
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the regional atmosphere which, in turn, would likely lead to a weaker monsoon anticyclone. This 313	
  

is what is seen here, likely because the strength and location of the anticyclone is mostly 314	
  

inherited from the CCSM. Note that in these CCSM-related simulations there are often two 315	
  

mean, closed centers of anticyclonic circulation, one in the Southwest and one in the South-316	
  

Central U.S. The entire west-to-east oriented ridge axis associated with the center of the high 317	
  

also exists in these simulations, but here it is connecting high centers and is also too far south. 318	
  

Interestingly, the CRCM-ccsm is the least incorrect here, as the location of the monsoon high is 319	
  

really the center of one very elongated anticyclonic circulation that stretches from central AZ 320	
  

into Arkansas. It is interesting that this model diverges from the others, because it is the only one 321	
  

of the three RCMs that includes nudging (weakly, at 500-hPa and above), which would generally 322	
  

make it more likely to match the large-scale pattern from the CCSM. We have no explanation for 323	
  

this behavior at this time. 324	
  

Being too far south in most simulations, the monsoon anticyclone is producing mean flow 325	
  

into the SWUS that is less tropical in origin and with a greater fetch from the Pacific (i.e. in fig. 326	
  

7a, the vector set in AZ from the RCMs has a greater westerly component than NCEP suggests it 327	
  

should). The monsoon high and mid-to-upper level heights in general are also too strong, and the 328	
  

heights increase in the future. Thus, the anticyclone would act to suppress convection more than 329	
  

normal in the baseline period and it then does so to an even greater extent in the future. 330	
  

Furthermore, while the westernmost center of high heights does not change its mean position, in 331	
  

all CCSM-related simulations there is an increase in flow that is continental in origin above 900 332	
  

hPa over AZ and flow with a slightly stronger northerly component over the southern half of the 333	
  

GoC at 500-hPa (figs. 6 and 7a). In the CRCM and WRFG, this is associated with a well-defined 334	
  

future-minus-current anticyclonic flow anomaly at 500-hPa that is centered near or just northeast 335	
  



	
  

	
   15	
  

of the Great Salt Lake and a stronger inverted trough at 700-hPa east of the SMO (fig. 8, 500-hPa 336	
  

partly shown in fig. 7). 337	
  

The future flow anomaly resembling a stronger inverted trough is similar to an anomaly 338	
  

that would precede inverted trough/tropical easterly wave (TEW) passage and often associated 339	
  

gulf surges1 (Schiffer and Nesbitt 2012). However, given that there is little-to-no TEW activity in 340	
  

this version of the CCSM (fig. 10, McCrary et al. 2014), at least as far as TEWs originating over 341	
  

Africa are concerned, this is unlikely to be associated with a future change in TEW activity. The 342	
  

increased strength of the inverted trough to the east of the SMO in the RCMs is likely forced by 343	
  

an incidental change in the CCSM, and is only seen in the RCMs because it is inherited. It is not 344	
  

a propagating feature. In the future in the CCSM, the southward flow on the eastern side of the 345	
  

westernmost anticyclone center increases and the northerly flow on the western side of the 346	
  

easternmost anticyclone center increases. This gives the false sense of a stronger inverted trough 347	
  

in the anomaly field between the two anticyclonic centers (fig. 8, the cyclonic anomaly centered 348	
  

over far western Texas in panel a). Furthermore, in July and August, precipitation is forced, most 349	
  

evenings, on the east and southeast slope of the very coarse-resolution terrain that represents the 350	
  

Rocky Mountains and the eastern slope of the SMO related to the Gulf of Mexico (GoM) LLJ in 351	
  

the CCSM (not shown). This precipitation significantly increases in the future (fig. 3a), unlike 352	
  

the already strong monsoon-related precipitation on the western slope of the SMO in MX, and 353	
  

may also be increasing the strength of the existing anomalous cyclonic circulation there. 354	
  

The anomalous future-minus-current anticyclonic flow in the northern Rocky Mountains, 355	
  

that forces an increase in continental flow in the SWUS in the future and the decrease in 356	
  

precipitation, is likely tied to El Niño. Castro et al. (2001) showed that anomalous ridging over 357	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
1 Coastaly trapped wave that propagates up the GoC forced by convection associated with inverted trough/tropical 
easterly wave passage near the south end of the GoC (e.g. J. E. Hales 1972 and Stensrud et al. 1997). 



	
  

	
   16	
  

the Northern Rockies in late June and early July, associated with the positive phase of the Pacific 358	
  

transition (PT) pattern, is significantly and strongly correlated with a negative/cool SST anomaly 359	
  

over the Niño 3 region. According to Meehl and Arblaster (2002), June-September mean 360	
  

negative SST anomalies in the central-to-eastern equatorial Pacific follow December-February 361	
  

mean positive/warm SST anomalies that are usually associated with El Niño. It follows then that 362	
  

a positive winter SST anomaly (El Niño) would be associated with the PT height anomaly 363	
  

pattern at the beginning of the NAM season seen in Castro et al. (2001). As the CCSM does 364	
  

project a shift to more El Niño like conditions in the future (van Oldenborgh et al. 2005), it is 365	
  

possible that the PT-like flow anomaly we observe is forced by this shift. However, the CCSM 366	
  

also has a poor representation of El Niño southern oscillation (ENSO) variability to start (too 367	
  

frequent and too weak, van Oldenborgh et al. 2005), and the RCMs forced by it do not well 368	
  

simulate ENSO-related variability of monsoon precipitation as a result (Carrillo et al. 2014), 369	
  

leaving confidence in these projections even lower. 370	
  

In the MM5I-ccsm, the pattern of mid-level change is different (figs. 7a and 8c). It 371	
  

produces anomalous cyclonic flow in its 500-hPa projected difference, centered over southeast 372	
  

Missouri. This occurs as the inverted trough between the two anti-cyclone centers strengthens in 373	
  

the future, as in the CRCM- and WRFG-ccsm simulations, but to a much greater extent. The 374	
  

anticyclonic flow anomaly in the Northwest U.S. is not present in this simulation. The reason for 375	
  

the divergence of this simulation from its driver to a much greater extent than the WRFG and 376	
  

CRCM projections may be related to the “drift” that occurs in all MM5I simulations (and only 377	
  

the MM5I simulations). That is, the MM5I has a warming bias that causes it to slowly depart 378	
  

from its driver, any driver, rather linearly over the course of a run at all levels. In the MM5I-379	
  

ccsm simulations, this leads to about a 1.14 m/year increase in 500-hPa geopotential heights over 380	
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the CCSM during the baseline simulation, and a 0.86 m/year increase over the CCSM in the 381	
  

future, averaged over the full model domain. For additional discussion of this bias, see Bukovsky 382	
  

(2012). 383	
  

While changes in the ingredients necessary for convection in the CCSM-driven 384	
  

simulations are somewhat mixed, the starting, inherited biases in these simulations that lead to 385	
  

little precipitation in the current period, particularly the monsoon high location and strength 386	
  

biases compounded by the starting humidity bias, likely lead to unrealistic and unreliable 387	
  

decreases in precipitation amount, frequency, and intensity over the region. Confidence in the 388	
  

changes in future upper-level, larger-scale flow, that would at least support a decrease in 389	
  

precipitation of an unknown magnitude over the SWUS, is also low, as the CCSM is one of 390	
  

many CMIP3 GCMs with a poor simulation of ENSO variability (Collins and the CMIP 391	
  

Modeling Groups 2005), and the NAM system precipitation change in the RCMs appears to be 392	
  

related to a questionable increase in El Niño frequency. Overall, all of these biased starting 393	
  

conditions act to strongly inhibit convection in the current period, to the extent that there is no 394	
  

monsoon precipitation signal in the annual cycle of precipitation in these models, and these 395	
  

biased conditions become stronger in the future, leading to an unreliably large decrease in mid-396	
  

century precipitation. 397	
  

 398	
  

b.   The CGCM-driven simulations 399	
  

 400	
  

Current-to-future differences in wind suggest a decrease in the strength or frequency of 401	
  

the inverted trough off the west coast of MX, supporting the decreases in specific humidity and 402	
  

precipitation. This is illustrated through figs. 7b, 9, and 11. The trough is associated with tropical 403	
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easterly waves or, on occasion, tropical cyclones. It acts to transport moisture into the NAM 404	
  

region. Unlike the CCSM, this version of the CGCM does simulate easterly wave activity that is 405	
  

similar to that seen in reanalysis over Africa, at least, so TEW forcing may be included here (fig. 406	
  

10, and Skinner and Diffenbaugh 2013). This future change in flow slightly decreases the 407	
  

specific humidity in the region during the season (fig. 9), as flow is less southerly, including that 408	
  

related to the GoC LLJ, for the most part. This drives decreases in precipitation in the CRCM 409	
  

and WRFG simulations in the SWUS and MX (fig. 3g, i). The RCM3-cgcm does not have as 410	
  

widespread a precipitation decrease as the other CGCM-driven simulations, but it has a small 411	
  

increase in humidity at the northern end of the GoC, coincident with a small increase in southerly 412	
  

flow there (fig. 9, center panel), that may be due to a stronger sea breeze. 413	
  

The RCM3, however, is one of two RCMs that typically have a large bias in precipitation 414	
  

intensity (the other being ECP2), as illustrated in fig. 12. To better explain this intensity bias and 415	
  

its potential effect on the precipitation projections, particularly for wet and dry monsoon years, 416	
  

we present a Hovmoller diagram in fig. 13 for one dry and one wet year (as defined in section 3) 417	
  

in the historical and future simulations of the RCM3-cgcm and the CRCM-cgcm. In 1988, the 418	
  

wet RCM3 produces intense precipitation but events have a short duration (Fig. 13); however, 419	
  

the dry CRCM produces less precipitation but convection persists longer as it propagates 420	
  

westward over time, which is consistent with the observed propagation of precipitation in this 421	
  

region (e.g. Gochis et al. 2007, Lang et al. 2007, Nesbitt et al. 2008). In wet and dry years, the 422	
  

timing and frequency of events is similar between RCMs because they have the same parent 423	
  

GCM; however, in fig. 13, whether or not it is a dry or wet monsoon year, current or future, the 424	
  

RCM3 precipitates more heavily during any individual event than the CRCM. Therefore, the less 425	
  

widespread and smaller decreases in mean precipitation in the RCM3 versus the CRCM (or 426	
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WRFG) are likely the result of these differing changes in the intensity of individual events, joint 427	
  

with the changes in intensity and frequency seen in section 3. 428	
  

The larger-scale changes in the CGCM-forced simulations do imply less precipitation, 429	
  

but the magnitude of the precipitation projections is still questionable, as these simulations have 430	
  

some of the same basic problems as the CCSM-forced simulations, and they may also be leading 431	
  

to a deceptively large decrease in precipitation. Unlike the CCSM-driven simulations, these runs 432	
  

do not simulate an overly strong monsoon high, so no deceptive response due to this error is 433	
  

present. However, the CGCM-driven simulations also place the mean location of the anticyclone 434	
  

too far south, and its position does not change much in the future, though it does strengthen. This 435	
  

location is not ideal for good moisture transport in the SWUS, as in section 4.a, and it is made 436	
  

even less ideal by a plausibly realistic change in flow in the future (decrease in the strength of the 437	
  

inverted trough). The CGCM-driven simulations, like the CCSM-driven simulations, also start 438	
  

with a large dry bias in low level specific humidity, which also causes a large low precipitation 439	
  

bias (BUK13). Warmer and slightly drier conditions, plus the other changes discussed above, 440	
  

contribute overall to an environment that is even less favorable for convection, as seen in the 441	
  

decrease in the frequency of precipitation of nearly all magnitudes (fig. 4), and particularly for 442	
  

convective initiation. For example, convective inhibition (CIN) in JA monthly mean profiles for 443	
  

1981-1999 and 2051-20692, near Los Mochis, MX in the CRCM-cgcm projection increases from 444	
  

483 J/kg to 578 J/kg, a 19% increase. In the CRCM-ncep simulation, however, mean CIN is 241 445	
  

J/kg at this location, and if we simply apply the mean temperature and specific humidity changes 446	
  

from the CGCM-driven simulation to the CRCM-ncep profile (as in the “delta” method, but not 447	
  

with the climate change applied to observations), this increases to 358 J/kg. The latter is a larger 448	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  
2 An overlapping period with the NCEP-driven simulation in the baseline period and an equivalent number of years 
in the future. 
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increase in CIN, current-to-future, but the delta-method-like future value is still lower than the 449	
  

value from the CRCM-cgcm in the baseline period by 125 J/kg, and would be easier to overcome 450	
  

with any given level of forcing. 451	
  

Additionally, the pattern of more anticyclonic flow west of the Baja peninsula seen in the 452	
  

future is correlated in observations with El Niño years and a positive North Pacific Oscillation, 453	
  

as shown in Castro et al. (2001). However, while the CGCM is similar to the CCSM in that it has 454	
  

an ENSO cycle that is too frequent and with too weak an amplitude, it instead produces a more 455	
  

La Niña like state in the future, like other low resolution GCMs (van Oldenborgh et al. 2005). 456	
  

Little confidence is assigned to this future projection of more La Niña-like conditions because of 457	
  

the poor ENSO simulations in the GCMs that project it (van Oldenborgh et al. 2005), and here, it 458	
  

is contrary to this pattern of change, implying that there is another cause for this flow anomaly. 459	
  

Lastly, an increase in La Niña-like years would imply more favorable conditions (e.g. enhanced 460	
  

GoC LLJ) and more precipitation (Castro et al. 2001), not seen here. 461	
  

While it is impossible to say what the magnitude of the precipitation decrease would be if 462	
  

the possibly plausible larger-scale changes in flow from the CGCM-driven simulations were 463	
  

applied to more realistic starting conditions, it is likely that the decreases projected in these 464	
  

simulations are not representative of those values. Furthermore, while a decrease in precipitation 465	
  

would likely occur given the change in flow, the biases existing in these simulations may be 466	
  

leading to a greater decrease in precipitation than if the larger-scale changes were applied to non-467	
  

biased starting conditions, as the convective environment is bad to start and only becomes worse 468	
  

in the future. 469	
  

 470	
  

c.   The GFDL-driven simulations 471	
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 472	
  

The GFDL-driven simulations’ main problem, caused by the GFDL GCM which forces 473	
  

an incredibly excessive amount of precipitation in the NAM region from September through 474	
  

December, only starts to appear as a problem in August (BUK13). It is unclear what effect this 475	
  

bias has on projections for the core of the monsoon season. However, Carrillo et al. (2014) found 476	
  

that this misrepresentation of the NAM region annual cycle may cause a poor representation of 477	
  

the spatial variability of JA precipitation at a continental scale associated with ENSO and PDO. 478	
  

Relative to the CCSM- and CGCM-driven simulations, most of the GFDL-driven simulations do 479	
  

not have a large bias in the magnitude or location of the monsoon high (fig. 7c), except the 480	
  

ECP2-gfdl, in which the anticyclone is too weak. The GFDL-driven simulations do not have 481	
  

other, precipitation-exterminating biases in their driving fields that they inherit during JA either. 482	
  

However, the parent GCM is known to have very weak TEW activity (fig. 10, and Skinner and 483	
  

Diffenbaugh 2013), which likely contributes at least to the dry AZ precipitation biases seen in 484	
  

the RCMs. The other known problems in JA are largely tied to the RCMs. HRM3, for example, 485	
  

is the only simulation of the three that reasonably reproduces the GoC LLJ, and it projects a 486	
  

decrease in northward flow (not shown). During JA, however, its LLJ is too strong and too deep 487	
  

to start, and it maintains that problem in the future, possibly because of the large southerly flow 488	
  

bias it starts to inherit in August (fig. 20 in BUK13). The RCM3 does not produce a LLJ in this 489	
  

simulation, and does not produce a good signal for the monsoon in AZ precipitation as a result 490	
  

(fig. 12 in BUK13). There is little-to-no upper-level information from the ECP2-gfdl simulation 491	
  

available yet, but it might be assumed that it does not have the GoC LLJ as well, since the ECP2 492	
  

does not produce one when driven with NCEP and this feature remains fairly consistent in 493	
  

quality in the other RCMs when driven with various GCMs. The HRM3 is also the only 494	
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simulation of the three that does not have a high bias in the intensity of the precipitation it 495	
  

produces. The RCM3 and, especially, the ECP2 do (fig. 12). Moreover, it is possible that this 496	
  

intensity bias is contributing to the increase in precipitation seen in the ECP2-gfdl, particularly in 497	
  

the SWUS, where its intensity is most biased to start and it projects the greatest increase in the 498	
  

future (fig. 12). Unfortunately, it is not possible to further examine the ECP2-gfdl to see what is 499	
  

driving the relatively large precipitation increases due to the unavailability of many of its output 500	
  

fields. The intensity bias might also be contributing to the precipitation projections from the 501	
  

RCM3, as when forced with the CGCM. Without this intensity bias, it is possible that the areas 502	
  

where less precipitation is projected would be drier and that the increases would be weaker, 503	
  

given the same changes in frequency. 504	
  

The decreases in future precipitation seen in the HRM3, however, are warranted given 505	
  

the changes in circulation and its lack of a large precipitation intensity bias. The strengthening 506	
  

upper-level high and small decreases in southerly flow; particularly near the GoC help explain 507	
  

the small, but significant decreases in precipitation in this simulation (fig. 7c). The GFDL, as 508	
  

well as the HADCM discussed in the next section, do not have significant future changes in 509	
  

ENSO, or significant problems in simulating it, as in the CGCM and CCSM (van Oldenborgh et 510	
  

al. 2005); therefore, they do not lose credibility from this point of view. 511	
  

 512	
  

d.   The HADCM-driven simulations 513	
  

 514	
  

The HADCM-driven simulations inherit fewer biases from their parent global model than the 515	
  

rest (BUK13). They contain realistic NAM system precipitation during the NAM season, and 516	
  

although the RCMs inherit an early onset problem from the HADCM, this bias is much less fatal 517	
  



	
  

	
   23	
  

to the precipitation simulations than what is seen in the other GCM-driven simulations (BUK13). 518	
  

The HADCM also contains reasonable African TEW activity (fig. 10f). This version of the 519	
  

HADCM is also one of two models in the CMIP3 suite that was found to most realistically 520	
  

represent ENSO variability (Dominguez et al. 2010 and van Oldenborgh et al. 2005, although 521	
  

these analyses did not focus on the realization used for the NARCCAP simulations). However, 522	
  

despite having the same parent GCM and fewer initial biases, there are noticeable differences in 523	
  

the precipitation projections between the HADCM-forced simulations, particularly in AZ/the 524	
  

four-corners region and near the west coast of MX and the GoC. This is due to differences in 525	
  

how mid-to-upper level flow evolves in the future. The MM5I-hadcm, having no average low-526	
  

level southerly flow over the GoC in the current or future simulation (no GoC LLJ), projects a 527	
  

decrease in northerly flow over the northern half of the GoC below about 850 hPa, likely an 528	
  

increase in the strength of the daily sea breeze due to an increase in the land-sea temperature 529	
  

contrast (fig. 14). The mean position of the monsoon anticyclone in the MM5I-hadcm is good, 530	
  

relative to many of the other simulations, and it does strengthen and shift slightly northeast in the 531	
  

future, closer the correct position in the baseline climate, as illustrated in fig. 7d. The overall 532	
  

change in mid-to-upper level flow in the MM5I in the future is that of an anomalous cyclone 533	
  

centered over the Big Bend region of Texas (partly illustrated in fig. 7d in the difference vectors 534	
  

to the west of the anomalous cyclone center). This is associated with a change to strong 535	
  

divergence on the west coast of MX at 500-hPa at the southern edge of the Sonoran desert in the 536	
  

future. North of the divergent point, future flow still travels anticyclonically around the high 537	
  

center, but south of that point, along the west coast of MX, it is northerly, on average, associated 538	
  

with a stronger inverted trough to the east of the SMO in the future. The switch to predominantly 539	
  

northeast flow near the west coast of MX in the future in the MM5I explains the decreased 540	
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precipitation there. However, the reason for this peculiar larger-scale change, which is quite 541	
  

different from what the parent GCM does, may be related to the unrealistic “drift” in the MM5I, 542	
  

as discussed in section 4.a. 543	
  

In the HRM3-hadcm simulation, the precipitation decrease centered on the four-corners 544	
  

region is likely due to an increase in mid-to-upper level northerly flow. At 500-mb, the change in 545	
  

the winds resembles an anomalous inverted ridge that covers the western half of the U.S., with a 546	
  

ridge axis running along the west coast and curving southeast through the four-corners; thus, 547	
  

leading to enhanced continental flow over the western half of the U.S. and stronger easterly flow 548	
  

over MX (not shown, but suggested in fig. 7d). This corresponds with enhanced easterlies, which 549	
  

force increased precipitation in eastern MX in the future. Increased moisture, and an increase in 550	
  

low-level southerly flow over the northern half of the GoC are not enough to counter the 551	
  

increased, unfavorable flow aloft, leading to the decrease in precipitation in the four-corners 552	
  

region. 553	
  

 554	
  

5.   Discussion and Conclusions 555	
  

 556	
  

While model agreement sometimes leads to increased confidence, it can also be fairly 557	
  

irrelevant and potentially misleading, as in our examination. We have shown here that the 558	
  

NARCCAP ensemble projects decreased mean precipitation and less frequent precipitation 559	
  

during the NAM season in the SWUS and northwest MX with good agreement. However, after 560	
  

an in depth analysis of the NAM system in the 11 NARCCAP RCMs, we find that the ensemble 561	
  

mean precipitation projection lacks credibility. Some of the more important features analyzed, 562	
  

and their contribution to our conclusion on credibility are summarized in table 6. Combining this 563	
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study with results from BUK13, we find that some of the most credible simulations, regarding 564	
  

their baseline performance and their projections, are the HADCM-driven simulations and the 565	
  

HRM3 simulations (including the implied overlap). These three simulations also obtain the 566	
  

highest numbers of positive scores in table 6. However, the HRM3-gfdl contains the unknown 567	
  

effect of the GFDL “extended” monsoon season and in the MM5I-hadcm, the similarly unknown 568	
  

effect of the MM5I “drift”, leaving the HRM3-hadcm as the most credible simulation in the set. 569	
  

This one simulation projects small but significant decreases in mean precipitation during the core 570	
  

of the NAM season across the SWUS, small increases in the number of dry days regionally, and 571	
  

an increase in the frequency of the heaviest precipitation events with a decrease in the frequency 572	
  

of precipitation of lesser intensities (figs. 3 and 4 and table 3). 573	
  

The WRFG-cgcm and CRCM-cgcm simulations could be considered “runners-up” 574	
  

behind the previously described simulations, but they have biases inherited from the CGCM that 575	
  

cause their projections to be much more questionable. Given that the WRFG and CRCM perform 576	
  

well when forced with NCEP for the NAM system, it would be ideal to complete simulations 577	
  

where they are forced with a less biased set of GCMs (e.g. HADCM), but this is outside the 578	
  

scope of this study and the planned set of NARCCAP simulations. Here the value added by the 579	
  

WRFG and CRCM to their coarse resolution drivers through the addition of finer-scale forcing 580	
  

and appropriate mesoscale features (e.g. local orography like the Mogollon Rim and GoC, and 581	
  

RCM-developed circulations like the GoC LLJ) is eclipsed by the problems caused by the biased 582	
  

boundary conditions from the CGCM (and the CCSM). 583	
  

The poorest simulation is the MM5I-ccsm (table 6). Note that this simulation includes the 584	
  

large-scale disadvantages of the CCSM (which leads to the lowest average positive responses in 585	
  

all of the RCMs it forces in table 6) along with the relatively poor performance of the MM5I 586	
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regarding sub-regional scale phenomenon (e.g., the GoC LLJ). Certainly we discourage the use 587	
  

of the MM5I-ccsm results in this region for, say, an impacts analysis, nor should it be included in 588	
  

an ensemble of NARCCAP results for this region. 589	
  

It is important to note that while our more credible simulations generally produced a 590	
  

smaller signal for a decrease in mean NAM precipitation amount by mid-century, this would not 591	
  

necessarily preclude drying in the region, as temperatures are also projected to rise, and soil 592	
  

moisture evaporation would increase. Exploring this effect is outside the capacity of this 593	
  

manuscript, however. 594	
  

The effect of the GCM-bias on our RCM simulations encapsulates the well known 595	
  

“garbage in-garbage out” effect (e.g. Rummukainen 2010), and it governs four of the six 596	
  

specifically named features in table 6. This can be used to argue that a GCM can not be too 597	
  

skillful for further downscaling (contrary to a statement in Shindell et al. 2014 that GCMs 598	
  

“should not be too skillful...or there will be little opportunity for added value”) and that the 599	
  

careful selection of GCMs for downscaling is warranted. However, picking a “good” GCM for 600	
  

downscaling is clearly not a straightforward task, particularly for large, diverse regions, like the 601	
  

NARCCAP North American domain. 602	
  

It has been noted in numerous publications that it is difficult to evaluate GCM and RCM 603	
  

simulations in order to either eliminate ensemble members (of too poor quality) or differentially 604	
  

weight them for the sake of coming up with more robust estimates of future climate on regional 605	
  

scales (e.g., Gleckler et al. 2008, Knutti et al. 2010, Bukovsky et al. 2014). This problem persists, 606	
  

and we would likely have a difficult time determining if some of these NARCCAP simulations 607	
  

should be used for any purpose over this region aside from general research on model results. 608	
  

Yet we do believe we have made headway in applying regional, process-based methods to 609	
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evaluate the quality of future projections (Barsugli et al. 2013). We have at least determined both 610	
  

the best and the worst simulations and can make recommendations about their use. Essentially, 611	
  

for some purposes, we might recommend using only the HRM3-hadcm. However, the 612	
  

NARCCAP simulations do not fully represent the uncertainty space characterized by a full suite 613	
  

of GCMs (e.g., CMIP3 or CMIP5) or multiple emissions/concentration scenarios. The range of 614	
  

the equilibrium climate sensitivity covered by the four NARCCAP driving GCMs is 2.7 – 3.4 ºC, 615	
  

whereas the full CMIP3 suite covers 2.1 – 4.4 ºC. We note this because, although NARCCAP 616	
  

was constructed for use in impacts and adaptation studies (Mearns et al. 2009), it is also known 617	
  

that it does not completely cover the known and quantifiable uncertainty space. Hence, 618	
  

recommending the use of a single NARCCAP simulation may not be justified in this case for this 619	
  

region. 620	
  

Finally, we hope to take what we have learned in this work with NARCCAP and some of 621	
  

the CMIP3 GCMs and expand on it in the near future with the CMIP5 and CORDEX ensembles. 622	
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TABLE 1. RCMs and GCMs used in NARCCAP, their identifying acronyms (RCM acronyms 929	
  

are as used in the NARCCAP model archive), and relevant references. For the GCMs, horizontal 930	
  

resolution and CMIP3 archive ensemble member number are also listed. 931	
  

 932	
  
Acronyms RCMs 

CRCM Canadian RCM; Caya and Laprise (1999) 
ECP2 Experimental Climate Prediction Center’s version of the Regional Spectral Model; 

Juang et al. (1997) 
HRM3 Third-generation Hadley Centre RCM; Jones et al. (2003) 
MM5I Fifth-generation Pennsylvania State University – National Center for Atmospheric 

Research (NCAR) Mesoscale Model; Grell et al. (1993) 
RCM3 International Centre for Theoretical Physics RCM version 3; Giorgi et al. (1993a), 

Giorgi et al. (1993b), Pal and Coauthors (2007) 
WRFG Weather Research and Forecasting model; Skamarock et al. (2005) 

 GCMs 
CCSM NCAR CCSM version 3.0, T85 (1.4 × 1.4°), run 5; Collins et al. (2006) 

CGCM Canadian Global Climate Model version 3, T47 (1.9 × 1.9°), run 4; Flato et al. 
(2000) 

GFDL GFDL climate model version 2.0, 2.0 × 2.5°, run 2; GFDL GAMDT (2004) 
HADCM Hadley Centre Climate Model version 3, 2.5 × 3.75°, this run is not part of the 

CMIP3 archive; Gordon et al. (2000), Pope et al. (2000) 
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TABLE 2. NARCCAP RCM+GCM simulations. All planned combinations are marked. Those 936	
  

used here are marked with X, those not yet available with *. 937	
  

 CCSM CGCM GFDL HADCM 
CRCM X X   
ECP2   X * 
HRM3   X X 
MM5I X   X 
RCM3  X X  
WRFG X X   
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 941	
  
TABLE 3. JA future-minus-current difference in: average precipitation (Avg, given in % and 942	
  

mm/day), precipitation intensity (Int, %), and the number of dry days (DD, %) for the entire 943	
  

analysis region over land only and the AZ and MX subregions (as shown in fig. 1). The 944	
  

ensemble averages for each statistic are given in the last five rows for the full ensemble with all 945	
  

11 options, and then for sub-ensembles of models grouped by forcing GCM. In the “Average” 946	
  

row only, bold values indicate significance, and italicized values indicate strong bias in the 947	
  

baseline value (see section 2 for details). The four underlined values in the last 3 rows are 948	
  

explained in the text. 949	
  

  NAM Region AZ  Mexico  

  Avg Avg Int DD Avg Avg Int DD Avg Avg Int DD 

  % mm/d % % % mm/d % % % mm/d % % 

CRCM-ccsm -21.30 -0.18 -4.04 7.38 -16.73 -0.10 -2.53 4.85 -18.45 -0.37 -0.58 15.16 

MM5I-ccsm -37.13 -0.16 -11.95 4.60 -43.53 -0.06 -10.40 2.18 -37.86 -0.45 -17.35 10.00 

WRFG-ccsm -26.16 -0.11 -11.07 3.45 -3.91 -0.01 7.21 0.75 -37.67 -0.28 -14.77 8.29 

CRCM-cgcm -25.29 -0.34 -9.96 10.46 -37.63 -0.24 -19.01 7.26 -38.31 -1.10 -20.77 23.77 

RCM3-cgcm -30.59 -0.19 -6.66 3.97 -32.56 -0.04 7.31 0.96 -62.82 -0.45 -23.38 8.13 

WRFG-cgcm -21.79 -0.14 -8.73 3.81 -40.49 -0.09 -5.08 3.43 -53.07 -0.44 -30.48 9.56 

ECP2-gfdl 5.52 0.07 0.39 -1.08 33.44 0.20 13.15 -1.92 8.52 0.24 1.89 -2.79 

HRM3-gfdl -11.79 -0.24 -5.98 6.29 -17.59 -0.24 -6.32 9.34 -3.11 -0.15 4.62 30.29 

RCM3-gfdl -6.57 -0.11 3.76 3.22 3.46 0.02 4.75 0.15 -10.39 -0.57 -4.46 4.35 

HRM3-hadcm -3.35 -0.06 2.84 5.47 -25.17 -0.23 -14.09 8.66 3.97 0.12 7.11 5.45 

MM5I-hadcm 3.24 0.08 6.63 1.89 -0.32 -0.01 2.17 0.97 -21.46 -1.38 -1.46 26.99 

Average -15.93 -0.13 -4.07 4.50 -16.46 -0.08 -2.08 3.33 -24.60 -0.48 -9.06 12.66 

CCSM-driven -28.20 -0.15 -9.02 5.14 -21.39 -0.05 -1.91 2.59 -31.33 -0.37 -10.90 11.15 

CGCM-driven -25.89 -0.22 -8.45 6.08 -36.89 -0.12 -5.59 3.88 -51.40 -0.66 -24.88 13.82 

GFDL-driven -4.28 -0.09 -0.61 2.81 6.44 0.00 3.86 2.52 -1.66 -0.16 0.68 10.62 

HADCM-driven -0.05 0.01 4.73 3.68 -12.75 -0.12 -5.96 4.82 -8.74 -0.63 2.83 16.22 
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TABLE 4. JA percent change in the amplitude and frequency of daily precipitation at the given 953	
  

quantiles for wet years only between the baseline and the future. The upper table shows the 954	
  

change in amplitude, where each column represents a specific quantile threshold. The lower table 955	
  

shows the frequency change in daily precipitation defined for the quantiles in the upper table. 956	
  

The ensemble average for each quantile is given in the last five rows for the full 11-simulation 957	
  

ensemble and then for sub-ensembles grouped by forcing GCM. 958	
  

AMPLITUDE (%) 
    Quantiles 0.25 0.5 0.75 0.95 0.99 

CRCM_ccsm -19.6 -22.9 -16.4 12.9 27.0 
MM5I_ccsm -57.8 -60.6 -52.0 -13.7 -11.1 
WRFG_ccsm -63.6 -41.3 -30.7 -21.7 -9.4 
CRCM_cgcm -35.1 -28.7 -28.2 -12.7 -10.4 
RCM3_cgcm -60.2 -54.4 -37.6 -17.7 24.9 
WRFG_cgcm -53.4 -46.2 -35.5 -23.0 -34.3 
ECP2_gfdl 51.6 44.2 24.5 13.3 26.6 
HRM3_gfdl -18.3 -17.9 -9.4 -7.9 -7.8 
RCM3_gfdl -7.9 4.5 -3.9 -9.7 8.8 
HRM3_hadcm -5.5 -6.9 9.9 20.7 40.1 
MM5I_hadcm -5.7 7.5 12.9 10.3 7.9 
AVERAGE -25.1 -20.2 -15.1 -4.5 5.7 
CCSM-driven -47.0 -41.6 -33.0 -7.5 2.2 
CGCM-driven -49.6 -43.1 -33.8 -17.8 -6.6 
GFDL-driven 8.5 10.3 3.7 -1.4 9.2 
HADCM-driven -5.6 0.3 11.4 15.5 24.0 

      FREQUENCY (%) 
    Quantiles 0.25 0.5 0.75 0.95 0.99 

CRCM_ccsm 15.4 -52.3 -48.7 25.0 300.0 
MM5I_ccsm 117.5 -47.6 -61.3 -16.7 0.0 
WRFG_ccsm 3.8 -66.5 -61.5 -81.3 -33.3 
CRCM_cgcm 117.9 -50.6 -53.8 -43.8 -66.7 
RCM3_cgcm 66.7 -55.1 -57.7 -43.8 100.0 
WRFG_cgcm 116.7 -49.0 -51.3 -56.3 -100.0 
ECP2_gfdl -30.6 79.8 109.7 50.0 450.0 
HRM3_gfdl 48.7 -20.6 -19.2 -68.8 -33.3 
RCM3_gfdl 87.2 78.5 48.9 22.2 150.0 
HRM3_hadcm -10.7 -30.0 -6.7 106.7 300.0 
MM5I_hadcm 6.7 11.3 33.3 46.7 66.7 
AVERAGE 49.0 -18.4 -15.3 -5.4 103.0 
CCSM-driven 45.6 -55.4 -57.2 -24.3 88.9 
CGCM-driven 100.4 -51.6 -54.3 -47.9 -22.2 
GFDL-driven 35.1 45.9 46.5 1.2 188.9 
HADCM-driven -2.0 -9.3 13.3 76.7 183.3 
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TABLE 5. As in table 4, but for dry years only. 961	
  
 962	
  
AMPLITUDE (%) 

    Quantiles 0.25 0.5 0.75 0.95 0.99 
CRCM_ccsm -38.0 -29.9 -25.0 -16.2 -16.1 
MM5I_ccsm -54.2 -45.2 -40.0 -32.2 -46.7 
WRFG_ccsm -56.1 -58.5 -53.8 -43.2 -10.7 
CRCM_cgcm -31.1 -29.9 -26.4 -25.7 -18.1 
RCM3_cgcm -48.8 -39.9 -42.7 -35.2 -37.6 
WRFG_cgcm -41.0 -17.8 0.7 -14.8 14.8 
ECP2_gfdl 5.1 -7.7 -0.3 5.0 -11.2 
HRM3_gfdl -10.9 -13.0 -7.5 -2.1 -7.2 
RCM3_gfdl -47.4 -27.2 -9.3 -18.3 -19.0 
HRM3_hadcm -17.8 -18.8 -11.6 -3.6 30.9 
MM5I_hadcm -1.7 1.7 2.9 -4.4 20.7 
AVERAGE -31.1 -26.0 -19.4 -17.3 -9.1 
CCSM-driven -49.4 -44.5 -39.6 -30.5 -24.5 
CGCM-driven -40.3 -29.2 -22.8 -25.3 -13.6 
GFDL-driven -17.7 -15.9 -5.7 -5.1 -12.5 
HADCM-driven -9.7 -8.6 -4.3 -4.0 25.8 

      FREQUENCY (%) 
    Quantiles 0.25 0.5 0.75 0.95 0.99 

CRCM_ccsm 102.6 -48.4 -57.7 -43.8 -66.7 
MM5I_ccsm 63.5 -32.3 -39.7 -100.0 -100.0 
WRFG_ccsm 45.2 -64.3 -69.4 -83.3 -33.3 
CRCM_cgcm 93.6 -46.5 -65.4 -75.0 -100.0 
RCM3_cgcm 25.3 -49.7 -66.7 -81.3 -66.7 
WRFG_cgcm 21.8 -24.5 -20.0 -43.8 0.0 
ECP2_gfdl -61.5 -62.6 -60.3 -56.3 -75.0 
HRM3_gfdl 12.8 -32.9 -32.1 -25.0 -100.0 
RCM3_gfdl 84.6 -17.3 -30.8 -50.0 -100.0 
HRM3_hadcm 2.7 -36.7 -44.0 -26.7 66.7 
MM5I_hadcm 2.7 0.0 1.3 -33.3 133.3 
AVERAGE 35.7 -37.7 -44.0 -56.2 -40.2 
CCSM-driven 70.4 -48.3 -55.6 -75.7 -66.7 
CGCM-driven 46.9 -40.2 -50.7 -66.7 -55.6 
GFDL-driven 12.0 -37.6 -41.0 -43.8 -91.7 
HADCM-driven 2.7 -18.3 -21.3 -30.0 100.0 
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TABLE 6. Question: Is the specific feature well enough represented such that it contributes to 966	
  
the credibility of the final precipitation projection? Y = Yes and N = No. The more “yes” 967	
  
answers, the more credible the simulation. 968	
  
 969	
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LIST OF FIGURES 974	
  

 975	
  

1. Surface elevation (m) over land from the HRM3. Ocean points are filled in blue. Names 976	
  

and location indicators for important topographic features indicated with white text and 977	
  

lines. Outlines for analysis subregions, Arizona (AZ) and Northwest Mexico (MX), in 978	
  

magenta. Large NAM “core” region covers the full area shown. Locations for vertical 979	
  

cross sections along and across the Gulf of California and through AZ indicated in heavy 980	
  

black lines. Note that analysis subregions are not exactly identical between the different 981	
  

RCMs, as their projections vary. Grid points nearest given latitude/longitude coordinates 982	
  

for cross-section ends, box corners (for “core” region), or subregion mask points (for AZ 983	
  

and MX) are used. Also note that the southern extent of each RCM varies, and this 984	
  

impacts the size of the NAM “core” analysis region. Most NARCCAP RCM domains end 985	
  

around the southern tip of the Baja Peninsula. 986	
  

 987	
  

2. Average JA precipitation change (%) from the baseline period in the 11-model ensemble 988	
  

mean. Precipitation is presented following methodology proposed by Tebaldi et al. 989	
  

(2011), with slight modification: hatching indicates where more than 50% of the models 990	
  

show change that is significant at the 0.10 level (as determined by a t-test) and where 991	
  

more than 75% of the models agree on the sign of change (thus, where the majority of the 992	
  

models agree on significance and sign). White grid cells indicate where more than 50% 993	
  

of the models show change that is significant but also where 75% of the models or less 994	
  

agree on the sign of the change (thus indicating true disagreement and little information). 995	
  

Additionally, the number of models that agree on the sign of the change is indicated by 996	
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the color saturation and value (the vertical axis on the color bar). To facilitate creating 997	
  

this ensemble average, all models were regridded to a common 0.5° Õ 0.5° 998	
  

latitude/longitude grid. 999	
  

 1000	
  

3. JA average precipitation change (%) from the baseline period. Hatching indicates where 1001	
  

the change is statistically significant at the 0.1 level. 1002	
  

 1003	
  

4. Percent change from the current period to the future in the frequency of 3-hourly 1004	
  

precipitation rates in JA for a) AZ and b) MX subregions. Rates are binned according to 1005	
  

their percentiles in the baseline climate. The given number associated with a bin is the 1006	
  

starting point for values within that bin; for example, the blue 90th percentile bin 1007	
  

examines the change in the frequency of events with a magnitude greater than or equal to 1008	
  

the 90th percentile magnitude and less than the 95th percentile magnitude from the 1009	
  

current climate period. A dark block under a given bin at the bottom of each panel 1010	
  

indicates that the change in that bin is statistically significant at the 0.1 level. 1011	
  

 1012	
  

5. JA average precipitation change (%) from the baseline to the future period versus the 1013	
  

precipitation bias (%). Bias is defined as the models’ baseline period average (1971-1014	
  

1999) simulation minus NARR (1980-2003). Values are the average of land points only 1015	
  

over the NAM “core” region. The linear fit applied to the points does not include the 1016	
  

driving GCM results (open black symbols). 1017	
  

 1018	
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6. JA average change from the baseline to the future climate in the CCSM-driven 1019	
  

simulations along the cross-section locations noted in fig. 1. Left) Winds parallel to the 1020	
  

cross-section (vectors) and winds perpendicular to cross-section (color fill) across the 1021	
  

GoC (cross-section from approximately west-to-east/left-to-right). Center) Winds parallel 1022	
  

to the cross-section (vectors), temperature (red contours, every 0.5 ºC), and specific 1023	
  

humidity (color fill) along the GoC (southern most point is to the left). Right) As for the 1024	
  

center column, but for AZ (southwestern-most point to the left). Note that vertical 1025	
  

velocity is multiplied by a factor of 1000 for visibility. 1026	
  

 1027	
  

7. JA average location and strength of the 500-hPa geopotential monsoon anticyclone center 1028	
  

in the baseline (filled circle) and future (open circle). The size of the filled and open 1029	
  

circles represents the magnitude, following the key on the right. This includes NCEP, the 1030	
  

filled grey circle in all panels, at 5931-m, the central circle size. Thin vectors indicate the 1031	
  

baseline period speed and direction of the JA 500-hPa mean flow at select locations. Bold 1032	
  

vectors attached to the tip of the baseline vectors indicate the change in flow from the 1033	
  

baseline to future period (i.e., bold vectors are difference vectors, the future vector, if 1034	
  

plotted, would start at the base of the historical vector and point to the tip of the 1035	
  

difference vector). Some bold difference vectors are very small and barely visible, as 1036	
  

there is very little change in the future flow from the baseline in some 1037	
  

locations/simulations. Note that geopotential height is not available from the RCM3; 1038	
  

therefore, the magnitude of the anticyclone center in this figure for RCM3 only is set to 1039	
  

that of NCEP for the current and future, and the location of the center of maximum 1040	
  

heights is taken as the center of the circulation in the 500-hPa wind field instead of as the 1041	
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maximum in the 500-hPa geopotential height field. Also, except for the 500-hPa 1042	
  

geopotential height field, no other upper-level information is available from the ECP2-1043	
  

gfdl at the time of writing; therefore, no wind vectors are plotted for this simulation. 1044	
  

 1045	
  

8. CCSM and CCSM-driven RCMs JA 1971-1999 to 2041-2069 average change in 700-hPa 1046	
  

wind speed and direction in m/s (1 m/s reference vector inset in panel d). Light grey 1047	
  

shading indicates that the change is significant at the 0.1 level. 1048	
  

 1049	
  

9. As in fig. 6, but for the CGCM-driven simulations. 1050	
  

 1051	
  

10. Variance of 2-6 day band-pass filtered Eddy Kinetic Energy (EKE) at 700 hPa averaged 1052	
  

over July-September from (a) NCEP (b), ERA-I, (c) CGCM, (d) CCSM, (e) GFDL, (f) 1053	
  

HADCM. EKE is calculated from daily mean zonal and meridional winds. EKE is an 1054	
  

estimation of African Easterly wave activity. 1055	
  

 1056	
  

11. As in 8, but for the CGCM and CGCM-driven RCMs. 1057	
  

 1058	
  

12. JA average change in precipitation intensity from the baseline to the future period versus 1059	
  

the precipitation intensity bias (mm/day). Bias is defined as a model’s current period 1060	
  

average (1971-1999) minus NARR (1980-2003). Values in a) are the average over the 1061	
  

NAM “core” region land points only. b) and c) are subregions as defined in fig. 1. 1062	
  

 1063	
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13. Hovmoller diagrams of daily precipitation (mm/day) from the RCM3-cgcm (higher 1064	
  

precipitation intensity RCM) and CRCM-cgcm (lower precipitation intensity RCM) for 1065	
  

an extreme dry year (1981, baseline; 2053, future) and wet year (1988, baseline; 2060, 1066	
  

future) in the baseline and future simulations during June-August. Precipitation is 1067	
  

averaged over 30ºN to 37.5ºN. 1068	
  

 1069	
  

14. As in fig. 6, but for the HADCM-driven simulations. 1070	
  

 1071	
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 1073	
  

 1074	
  

FIG. 1. Surface elevation (m) over land from the HRM3. Ocean points are filled in blue. Names 1075	
  

and location indicators for important topographic features indicated with white text and lines. 1076	
  

Outlines for analysis subregions, Arizona (AZ) and Northwest Mexico (MX), in magenta. Large 1077	
  

NAM “core” region covers the full area shown. Locations for vertical cross sections along and 1078	
  

across the Gulf of California and through AZ indicated in heavy black lines. Note that analysis 1079	
  

subregions are not exactly identical between the different RCMs, as their projections vary. Grid 1080	
  

points nearest given latitude/longitude coordinates for cross-section ends, box corners (for “core” 1081	
  

region), or subregion mask points (for AZ and MX) are used. Also note that the southern extent 1082	
  

of each RCM varies, and this impacts the size of the NAM “core” analysis region. Most 1083	
  

NARCCAP RCM domains end around the southern tip of the Baja Peninsula. 1084	
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 1087	
  

 1088	
  

FIG. 2. Average JA precipitation change (%) from the baseline period in the 11-model ensemble 1089	
  

mean. Precipitation is presented following methodology proposed by Tebaldi et al. (2011), with 1090	
  

slight modification: hatching indicates where more than 50% of the models show change that is 1091	
  

significant at the 0.10 level (as determined by a t-test) and where more than 75% of the models 1092	
  

agree on the sign of change (thus, where the majority of the models agree on significance and 1093	
  

sign). White grid cells indicate where more than 50% of the models show change that is 1094	
  

significant but also where 75% of the models or less agree on the sign of the change (thus 1095	
  

indicating true disagreement and little information). Additionally, the number of models that 1096	
  

agree on the sign of the change is indicated by the color saturation and value (the vertical axis on 1097	
  

the color bar). To facilitate creating this ensemble average, all models were regridded to a 1098	
  

common 0.5° × 0.5° latitude/longitude grid. 1099	
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 1102	
  

 1103	
  

FIG. 3. JA average precipitation change (%) from the baseline period. Hatching indicates where 1104	
  

the change is statis- tically significant at the 0.1 level. 1105	
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 1106	
  
 1107	
  
FIG. 4. Percent change from the current period to the future in the frequency of 3-hourly 1108	
  

precipitation rates in JA for a) AZ and b) MX subregions. Rates are binned according to their 1109	
  

percentiles in the baseline climate. The given number associated with a bin is the starting point 1110	
  

for values within that bin; for example, the blue 90th percentile bin examines the change in the 1111	
  

frequency of events with a magnitude greater than or equal to the 90th percentile magnitude and 1112	
  

less than the 95th percentile magnitude from the current climate period. A dark block under a 1113	
  

given bin at the bottom of each panel indicates that the change in that bin is statistically 1114	
  

significant at the 0.1 level. 1115	
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 1118	
  

 1119	
  

FIG. 5. JA average precipitation change (%) from the baseline to the future period versus the 1120	
  

precipitation bias (%). Bias is defined as the models’ baseline period average (1971-1999) 1121	
  

simulation minus NARR (1980-2003). Values are the average of land points only over the NAM 1122	
  

“core” region. The linear fit applied to the points does not include the driving GCM results (open 1123	
  

black symbols). 1124	
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 1127	
  

 1128	
  

FIG. 6. JA average change from the baseline to the future climate in the CCSM-driven 1129	
  

simulations along the cross- section locations noted in fig. 1. Left) Winds parallel to the cross-1130	
  

section (vectors) and winds perpendicular to cross-section (color fill) across the GoC (cross-1131	
  

section from approximately west-to-east/left-to-right). Center) Winds parallel to the cross-section 1132	
  

(vectors), temperature (red contours, every 0.5 oC), and specific humidity (color fill) along the 1133	
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GoC (southern most point is to the left). Right) As for the center column, but for AZ 1134	
  

(southwestern-most point to the left). Note that vertical velocity is multiplied by a factor of 1000 1135	
  

for visibility. 1136	
  

 1137	
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 1141	
  

FIG. 7. JA average location and strength of the 500-hPa geopotential monsoon anticyclone 1142	
  

center in the baseline (filled circle) and future (open circle). The size of the filled and open 1143	
  

circles represents the magnitude, following the key on the right. This includes NCEP, the filled 1144	
  

grey circle in all panels, at 5931-m, the central circle size. Thin vectors indicate the baseline 1145	
  

period speed and direction of the JA 500-hPa mean flow at select locations. Bold vectors 1146	
  

attached to the tip of the baseline vectors indicate the change in flow from the baseline to future 1147	
  

period (i.e., bold vectors are difference vectors, the future vector, if plotted, would start at the 1148	
  

base of the historical vector and point to the tip of the difference vector). Some bold difference 1149	
  

vectors are very small and barely visible, as there is very little change in the future flow from the 1150	
  

baseline in some locations/simulations. Note that geopotential height is not available from the 1151	
  

RCM3; therefore, the magnitude of the anticyclone center in this figure for RCM3 only is set to 1152	
  

that of NCEP for the current and future, and the location of the center of maximum heights is 1153	
  

taken as the center of the circulation in the 500-hPa wind field instead of as the maximum in the 1154	
  

500-hPa geopotential height field. Also, except for the 500-hPa geopotential height field, no 1155	
  

other upper-level information is available from the ECP2-gfdl at the time of writing; therefore, 1156	
  

no wind vectors are plotted for this simulation. 1157	
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 1160	
  

 1161	
  

FIG. 8. CCSM and CCSM-driven RCMs JA 1971-1999 to 2041-2069 average change in 700-hPa 1162	
  

wind speed and direction in m/s (1 m/s reference vector inset in panel d). Light grey shading 1163	
  

indicates that the change is significant at the 0.1 level. 1164	
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 1167	
  

 1168	
  

FIG. 9. As in fig. 6, but for the CGCM-driven simulations. 1169	
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 1173	
  

 1174	
  

FIG. 10. Variance of 2-6 day band-pass filtered Eddy Kinetic Energy (EKE) at 700 hPa averaged 1175	
  

over July-September from (a) NCEP (b), ERA-I, (c) CGCM, (d) CCSM, (e) GFDL, (f) HADCM. 1176	
  

EKE is calculated from daily mean zonal and meridional winds. EKE is an estimation of African 1177	
  

Easterly wave activity. 1178	
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 1180	
  

 1181	
  

FIG. 11. As in 8, but for the CGCM and CGCM-driven RCMs. 1182	
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 1185	
  

 1186	
  

FIG. 12. JA average change in precipitation intensity from the baseline to the future period 1187	
  

versus the precipitation intensity bias (mm/day). Bias is defined as a model’s current period 1188	
  

average (1971-1999) minus NARR (1980-2003). Values in a) are the average over the NAM 1189	
  

“core” region land points only. b) and c) are subregions as defined in fig. 1. 1190	
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FIG. 13. Hovmoller diagrams of daily precipitation (mm/day) from the RCM3-cgcm (higher 1196	
  

precipitation intensity RCM) and CRCM-cgcm (lower precipitation intensity RCM) for an 1197	
  

extreme dry year (1981, baseline; 2053, future) and wet year (1988, baseline; 2060, future) in the 1198	
  

baseline and future simulations during June-August. Precipitation is averaged over 30oN to 1199	
  

37.5oN. 1200	
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FIG. 14. As in fig. 6, but for the HADCM-driven simulations. 1206	
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